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If precipitation efficiency increases in a warming climate, 
then fewer convective clouds are needed to sustain the 
atmospheric energy balance, which constitutes a 
negative longwave feedback 

Freely from Lindzen et al. (2001)



Dry and Clearand Moist and Moist and
Cloudy

Iris-expansion with warming

Rising tropopause maintains
fixed anvil temperature (FAT)
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• Inflow temperature increases, outflow 
temperature stays the same (Emanuel)

• Organization of convection increases

• Microphysical conversion is in enhanced

✓
In models:

✗
✗



constitute a negative longwave cloud feedback and reduce the water vapor24

feedback as more terrestrial radiation is emitted to space from the expanding
dry and clear regions. In order to be effective in reducing climate sensitiv-26

ity the iris-effect would have to overcome the positive water vapor feedback
stemming from a nearly constant relative humidity [5, 6, 7], and the positive28

feedback associated with rising convective anvil clouds in a warming climate
[8, 9]. Estimates based on observations combined with a simple column model30

suggested this was possible and indicated a climate sensitivity of 0.64-1.6 K
[4]. The study was initially met with critique concerning the treatment of32

data and the underlying assumptions [10, 11, 12], and the controversy over
the detectability of a strong iris-effect in observations remains unresolved up34

until today [13, 14, 15]. The inconclusive debate may in part reflect the chal-
lenges involved in estimating feedback based on observational methods that36

inherently rely on short term temperature fluctuations, showing essentially
no skill when tested against climate models with known feedback [15, 16].38

But, it is probably also not entirely unrelated to the underlying political and
societal implications of a very low climate sensitivity [17].40

Lindzen et al. [4] admittedly did not present a mechanistic explanation
for the increasing precipitation efficiency in a warming climate. However,42

one can imagine at least two processes typically not represented in climate
models whereby this could happen. First, if convective clouds organize in44

larger clusters - possibly supported by a deepening troposphere - they will
dilute less effectively by lateral mixing and hence rain out more of their46

water. Attempts to formulate lateral entrainment rates as inversely propor-
tional to cloud depth, however, lead only to marginal decreases in climate48

sensitivity. Second, microphysical cloud processes may be sensitive to the
amount of water vapor entering clouds at their base, which increases with50

temperature as the saturation vapor pressure. The additional cloud water
could for instance accentuate accretion of cloud droplets by heavier falling52

snow and rain from aloft leading to more effective rainout. Formulations of
convective processes in climate models, on the contrary, typically assume a54

constant conversion rate from cloud water to rain [18], which is effectively a
non-observable parameter. Here we choose to let this parameter depend on56

local surface temperature in order to mimic a microphysical iris-effect in the
atmosphere general circulation model ECHAM6 [19]:58

Cp(Ts) = Co · (1 + Ie)
Ts−To,

where Co = 2 · 10−5 s−1 is the conversion rate in convective clouds as set60

2

A microphysical Iris-effect:

ECHAM6
T63L47 (LR)
Coupled to mixed-layer ocean
2xCO2
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Dry and Clearand Moist and Moist and
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Iris-expansion with warming

Rising tropopause maintains
fixed anvil temperature (FAT)
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Conclusions
We implemented an artificial strong micro-physical Iris-effect 
in ECHAM6:

• Climate sensitivity is only lowered from 2.8 to 2.2 K due to 
well-understood compensation mechanisms

• Hydrological sensitivity increases with an Iris-effect due to 
enhanced atmospheric cooling

Further, it appears inevitable that hydrological sensitivity would 
rise further, should compensation be weaker on Earth than it 
is in ECHAM6





Cloud feedback (LW)

Feedback factor reduced by -1.1 Wm-2/K

ECHAM6
Iris



Water vapor feedback

Feedback factor reduced by -0.6 Wm-2/K

ECHAM6
Iris



Climate Sensitivity

Reduced from 2.9 K to 2.3 K

ECHAM6
Iris



Hydrological Sensitivity
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One must also distinguish ∆SST’s that are forcing changes in

∆Flux, from responses to ∆Flux. Otherwise, ∆Flux/∆SST can

have fluctuations (as found by Dessler, 2010 and Trenberth et al.,

2010, for example) that may not represent feedbacks that we

wish to determine. The results from Trenberth et al. (2010) and

Dessler (2010) were, in fact, ambiguous as well because of the

very low correlation of their regression of ∆F on ∆SST. To avoid

the causality problem, we use a lag-lead method (e.g., use of

Flux(t + lag) and SST(t)) for ERBE 36-day and CERES monthly

smoothed data). In general, the use of leads for flux will

emphasize forcing by the fluxes, and the use of lags will

emphasize responses by the fluxes to changes in SST.

The above procedures help to obtain a more accurate and

objective climate feedback factor than the use of original monthly

data. As we will show below, this was tested by a Monte-Carlo

test of a simple feedback-forcing model.

b. Simple model analysis

Following Spencer and Braswell (2010), we assume an

hypothetical climate system with uniform temperature and heat

capacity, for which SST and forcing are time-varying. Then the

model equation of the system is

(8)

where C
p
 is the bulk heat capacity of the system (14 yr W m

−2

K
−1

 in this study, from Schwartz, 2007); ∆SST is SST deviation

away from an equilibrium state of energy balance; F is the

feedback function that is the same as the definition in Eq. (2); Q

is any forcing that changes SST (Forster and Gregory, 2006;

Spencer and Braswell, 2010). Q consists in three components: (i)

Q
1
= external radiative forcing (e.g., from anthropogenic green-

house gas emission), (ii) Q
2
= internal non-radiative forcing (from

heat transfer from the ocean, for example), and (iii) Q
3
= internal

C
P

d∆SST

dt

----------------- Q t( ) F ∆SST t( )⋅–=

Fig. 4. Comparison of outgoing longwave radiation from AMIP models (black) and the observations (red) shown in Fig. 3.Lindzen and Choi (2011)
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(6)

where the factor c results from the sharing of the tropical

feedbacks over the globe, following the methodology of Lindzen,

Chou and Hou (2001), (hereafter LCH01) and Lindzen, Hou and

Farrell (1982), The methodology developed in LCH01 permits

the easy evaluation of the contribution of tropical processes to the

global value. As noted by LCH01, this does not preclude there

being extratropical contributions as well. In fact, with the global

data (available for a limited period only), the factor c is estimated

to be close to unity, so that Eq. (6) is similar to Eq. (5); based on

the independent analysis with the global data (Choi et al., 2011,

manuscript submitted to Meteorology and Atmospheric Physics)

(results from which will be presented later in this paper), it is

clear that the use of the global data essentially leads to similar

results to that from the tropical data. This similarity is probably

due to the concentration of water vapor in the tropics (more

details are given in Section 6). With the tropical data in this study,

the factor c is simply set to 2; that is to say that the contribution of

the tropical feedback to the global feedback is only about half of

the tropical feedback. However, we also tested various c values

1.5 to 3 (viz Section 6); as we will show, the precise choice of

this factor c does not affect the major conclusions of this study.

From Eq. (6), the longwave (LW) and shortwave 

(7a)

(7b)

Here we can identify ∆Flux as the change in outgoing long-

wave radiation (OLR) and shortwave radiation (SWR) measured

by satellites associated with the measured ∆SST. Since we know

the value of G
0
, the experimentally determined slope (the

quantity on the right side of Eq. (7)) allows us to evaluate the

magnitude and sign of the feedback factor f provided that we also

know the value of the ZFB response (∆SST/G
0
 in this study).

For observed variations, the changes in radiation (associated for

example with volcanoes or non-feedback changes in clouds) can

cause changes in SST as well as respond to changes in SST, and

there is a need to distinguish these two possibilities. This is less

of an issue with model results from AMIP (Atmospheric Model

Intercomparison Project) where observed variations in SST are

specified. Of course, there is always the problem of noise arising

from the fact that clouds depend on factors other than surface

temperature, and this is true for AMIP as well as for nature.

Note that the noise turns out to be generally greater for larger

domains that include the extratropics as well as land. Note as

well that this study deals with observed outgoing fluxes, but

does not specifically identify the origin of the changes.

3. The data and their problems

SST is measured (Kanamitsu et al., 2002), and is always fluc-

tuating (viz. Fig. 2). To relate this SST to the flux in the entire

tropics, the SST anomaly was scaled by a factor of 0.78 (the area

fraction of the ocean to the tropics). High frequency fluctuations,

however, make it difficult to objectively identify the beginning

and end of warming and cooling intervals (Trenberth et al., 2010).

This ambiguity is eliminated with a 3 point centered smoother (A

two point lagged smoother works too.). In addition, the net

outgoing radiative flux from the earth has been monitored since

1985 by the ERBE (Earth Radiation Budget Experiment) instru-

ment (Barkstrom, 1984) (nonscanner edition 3) aboard ERBS

(Earth Radiation Budget Satellite) satellite, and since 2000 by the

CERES (Clouds and the Earth’s Radiant Energy System) instru-

ment (ES4 FM1 edition 2) aboard the Terra satellite (Wielicki et

al., 1998). The results for both LW radiation and SW radiation

are shown in Fig. 3. The sum is the net outgoing flux.

With ERBE data, there is the problem of satellite precession

with a period of 72 days, although in the deep tropics all clock

hours are covered in 36 days. In Lindzen and Choi (2009) that

used ERBE data, we attempted to avoid this problem (which is

cf G
0

–
∆Flux ZFB–

∆SST
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Fig. 2. Tropical mean (20
o

S to 20
o

N latitude) 36-day averaged and

monthly sea surface temperature anomalies with the centered 3-point

smoothing; the anomalies are referenced to the monthly (calendar

months) means for the period of 1985 through 1989. Red and blue

colors indicate the major temperature fluctuations exceeding 0.1
o

C

used in this study. The cooling after 1998 El Niño is not included

because of no flux data is available for this period (viz. Fig. 3).

Fig. 3. The same as Fig. 2 but for outgoing longwave (red) and reflected

shortwave (blue) radiation from ERBE and CERES satellite instru-

ments. 36-day averages are used to compensate for the ERBE

precession. The anomalies are referenced to the monthly means for the

period of 1985 through 1989 for ERBE, and 2000 through 2004 for

CERES. Missing periods are the same as reported in ref. 17.
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fluxes without lag. The results are shown in Table 3. In contrast

to the observed fluxes, the implied feedbacks in the models are

all positive, and in one case, marginally unstable. Given the

uncertainties, however, one should not take that too seriously.

Table 4 compares the climate sensitivities in degrees K for a

doubling of CO
2
 implied by feedback factors f in Table 3 with

those in IPCC AR4. To indicate statistical significance of our

results obtained from limited sampling, we also calculated the

confidence intervals of the climate sensitivity using the standard

errors of f in Table 3. All the sensitivities in IPCC AR4 are

within the 90% confidence intervals of our sensitivity estimates.

The agreement does not seem notable, but this is because, for

positive feedbacks, sensitivity is strongly affected by small

changes in f that are associated standard errors in Table 3.

Consequently, the confidence intervals include “infinity”. This is

seen in Fig. 11 in the pink region. It has, in fact, been suggested

by Roe and Baker (2007), that this sensitivity of the climate

sensitivity to uncertainty in the feedback factor is why there has

been no change in the range of climate sensitivities indicated by

GCMs since the 1979 Charney Report (1979). By contrast, in

the green region, which corresponds to the observed feedback

factors, sensitivity is much better constrained.

While the present analysis is a direct test of feedback factors, it

does not provide much insight into detailed mechanism.

Nevertheless, separating the contributions to f from long wave

and short wave fluxes provides some interesting insights. The

results are shown in Tables 2 and 3. It should be noted that the

consideration of the zero-feedback response, and the tropical

feedback factor to be half of the global feedback factor is

actually necessary for our measurements from the Tropics;

Table 3. Regression statistics between ∆Flux and ∆SST and the estimated feedback factors (f) for LW, SW, and total radiation in AMIP models; the

slope is ∆Flux/∆SST, N is the number of the points or intervals, R is the correlation coefficient, and SE is the standard error of ∆Flux/∆SST. 

LW SW LW + SW

N Slope R SE f
LW

Slope R SE f
SW

Slope R SE f

CCSM3 17 1.2 0.4 2.0 0.3 −3.7 −0.9 1.0 0.6 −2.5 −0.5 2.2 0.9 

ECHAM5/MPI-OM 16 1.1 0.4 1.6 0.3 −0.1 0.0 1.9 0.0 1.0 0.3 2.1 0.3 

FGOALS-g1.0 16 0.4 0.2 1.2 0.4 −2.8 −0.8 1.0 0.4 −2.4 −0.6 1.4 0.9 

GFDL-CM2.1 16 2.1 0.8 0.9 0.2 −2.1 −0.4 2.4 0.3 0.0 0.0 2.0 0.5 

GISS-ER 21 3.2 0.8 1.1 0.0 −3.7 −0.6 1.8 0.6 −0.5 −0.1 1.3 0.6 

INM-CM3.0 23 2.7 0.6 1.4 0.1 −3.4 −0.7 1.3 0.5 −0.7 −0.1 1.8 0.6 

IPSL-CM4 21 −0.4 −0.1 1.1 0.6 −2.3 −0.5 1.6 0.3 −2.7 −0.5 1.7 0.9 

MRI-CGCM2.3.2 21 −0.8 −0.3 1.3 0.6 −3.8 −0.6 2.5 0.6 −4.7 −0.7 2.5 1.2 

MIROC3.2(hires) 21 2.4 0.6 1.4 0.1 −2.4 −0.7 1.4 0.4 0.0 0.0 1.3 0.5 

MIROC3.2(medres) 21 3.4 0.8 1.0 0.0 −3.6 −0.7 2.0 0.5 −0.3 −0.1 1.6 0.5 

UKMO-HadGEM1 17 4.4 0.8 2.2 −0.2 −3.6 −0.7 1.5 0.5 0.8 0.2 2.1 0.4 

Table 4. Comparison of model equilibrium climate sensitivities (in K) for a doubling of CO
2
 defined from IPCC AR4 and estimated from feedback

factors in this study. The obvious difference between two columns labeled ‘sensitivity’ is discussed in more detail in the last paragraph of section 3.1.

The estimated climate sensitivities for models as well as their confidence intervals are given for 90%, 95%, and 99% confidence levels.

Models IPCC AR4 Estimate in this study

Sensitivity Sensitivity Confidence interval of sensitivity

90% 95% 99%

CCSM3 2.7 8.1 1.6 - Infinity 1.4 - Infinity 1.1 - Infinity

ECHAM5/MPI-OM 3.4 1.7 0.9 - 8.0 0.9 - 28.2 0.8 - Infinity

FGOALS-g1.0 2.3 7.9 2.2 - Infinity 2.0 - Infinity 1.6 - Infinity

GFDL-CM2.1 3.4 2.2 1.1 - 351.4 1.0 - Infinity 0.8 - Infinity

GISS-ER 2.7 2.5 1.5 - 8.7 1.4 - 16.4 1.2 - Infinity

INM-CM3.0 2.1 2.7 1.3 - Infinity 1.2 - Infinity 1.0 - Infinity

IPSL-CM4 4.4 10.4 2.1 - Infinity 1.8 - Infinity 1.4 - Infinity

MRI-CGCM2.3.2 3.2 Infinity 2.5 - Infinity 2.0 - Infinity 1.4 - Infinity

MIROC3.2(hires) 4.3 2.2 1.3 - 6.4 1.2 - 10.0 1.1 - Infinity

MIROC3.2(medres) 4 2.4 1.3 - 14.7 1.2 - Infinity 1.0 - Infinity

UKMO-HadGEM1 4.4 1.7 1.0 - 8.8 0.9 - 38.9 0.8 - Infinity

Correlation = -0.11

Method:

Lindzen and Choi (2011)



Observations

Figure 2B shows a scatter plot of DRcloud
versus DTs from 100 years of a control run of the
ECHAM/MPI-OMclimatemodel, obtained using
exactly the same method as was used to analyze
the observations. The cloud feedback in themodel
in response to short-term climate variations is 0.74 T
0.20 W/m2/K, which is in reasonable agreement
with the observations. r2 for the fit is about 4%,
showing that the models also reproduce the rela-
tively weak control exerted by DTs on DRcloud.
Table 1 lists the cloud feedback in response to
short-term climate variations for eight climate
models; these values are also plotted in Fig. 3A.

Themodels’ cloud feedbacks range from 0.34 T
0.20 to 1.11 T 0.20 W/m2/K. Thus, the models
paint a consistent picture of positive cloud feed-
backs in response to short-term climate variations.

The observations fall within the range of models,
and taken as a group, there is substantial agree-
ment between the observations and the models’
cloud feedback. However, given the large uncer-
tainties, the observations are currently of no obvious
help in determining which models most accu-
rately simulate the cloud feedback.

Table 1 and Fig. 3A also show the cloud feed-
back in response to long-term (centennial-scale)
climate change, and there is no correlation between
the short-term and long-term cloud feedbacks.
This means that even if some models could be
excluded on the basis of their short-term climate
feedback, it would not necessarily get us any closer to
reducing the range of equilibrium climate sensitivity
because of the apparent time-scale dependence of
the cloud feedback. It should be noted that, be-

cause of correlations between the feedbacks (32),
this analysis does not preclude the possibility that
short-term radiative damping rates might still cor-
relate with equilibrium climate sensitivity (33).

The long- and short-wave components of the
cloud feedbacks are also listed in Table 1 and
plotted in Fig. 3, B and C. The observations show
that 60 to 80% of the total cloud feedback comes
from a positive long-wave feedback, with the rest
coming from a weaker and highly uncertain pos-
itive short-wave feedback. With the exception of
onemodel, themodels also produce positive long-
wave cloud feedbacks, a result also in accord with
simple theoretical arguments (34).

The sign of the short-wave feedback shows
more variation among models; it is positive in
five of the models and negative in three. There is
also a clear tendency for models to compensate
for the strength of one feedback with weakness
in another. The models with the strongest short-
wave feedbacks tend to have the weakest long-
wave feedbacks, whereasmodels with theweakest
short-wave feedbacks have the strongest long-
wave feedbacks.

Finally, both observations and models have
smaller uncertainties in the long-wave feedback
than in the short-wave feedback. Thismeans that the
long-wave component of DRcloud correlates more
closely with DTs than the short-wave component.

For the problem of long-term climate change,
what we really want to determine is the cloud
feedback in response to long-term climate change.
Unfortunately, it may be decades before a direct
measurement is possible. In the meantime, observ-
ing shorter-term climate variations and comparing
those observations to climate models may be the
best we can do. This is what I have done in this
paper. My analysis suggests that the short-term
cloud feedback is likely positive and that climate
models as a group are doing a reasonable job of
simulating this feedback, providing some indica-
tion that models successfully simulate the
response of clouds to climate variations. However,
owing to the apparent time-scale dependence of
the cloud feedback and the uncertainty in the ob-
served short-term cloud feedback, we cannot use
this analysis to reduce the present range of equi-
librium climate sensitivity of 2.0 to 4.5 K.
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Fig. 3. (A) Comparison of the total cloud feedback in response to short-term climate variations (circles
with error bars); triangles represent the cloud feedback in response to long-term warming [from table
1 of Soden and Held (3)]. (B) Comparison of the long-wave component of the cloud feedback in
response to short-term climate variations. (C) Comparison of the short-wave component of the cloud
feedback in response to short-term climate variations.
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Observations

Dessler (2013), cloud feedback:

dominated by internal variability, the longwave feedback
shows an oscillatory structure: it is positive in the deep
tropics;108N–108S, then negative from;108–258 in both
hemispheres, then mostly positive again from ;258 in
each hemisphere to the pole. This pattern reflects,
among other things, shifts in the storm tracks in response
to ENSO (e.g., Trenberth and Hurrell 1994). The
shortwave feedback is similar, but opposite in sign.
The total cloud feedback in the observations shows

negative cloud feedbacks in the deep tropics (158S–68N)
and high southern latitudes (408–758S) and positive
cloud feedbacks at most other latitudes. Averaging over
the globe yields a positive total cloud feedback. As this
plot makes clear, attempts to determine the cloud
feedback by looking just at a particular latitude range,
such as 208N–208S (e.g., Lindzen and Choi 2009) are
likely to be considerably in error.

Compared to observations, the control ensemble
overestimates the positive longwave cloud feedback in
the tropics and underestimates the negative shortwave
cloud feedback there. These errors add, and the control
ensemble ends up with a positive total cloud feedback in
the tropics, opposite to that seen in the observations. On
the other hand, the control ensemble shows a near-zero
total cloud feedback in the Northern Hemisphere
extratropics while the observations show a strong posi-
tive cloud feedback there (driven primarily by short-
wave cloud feedback). In the computation of the global
average total cloud feedback, the disagreement in the
tropics largely cancels the disagreement poleward of
308N, leading to agreement for the global average.
In the A1B ensemble, the zonal average longwave

cloud feedback is positive at all latitudes. This is due to
the expectation that high clouds will rise in future

FIG. 5. (left) Longwave cloud feedback, (middle) shortwave cloud feedback, and (right) net cloud feedbacks, for (top) ERA-Interim
reanalysis combined with CERES measurements of all-sky flux, (middle) the control ensemble, and (bottom) the A1B ensemble. In all
panels, the units are W m22 K21. Note that the color scale varies among the panels.

FIG. 6. The zonal average cloud feedbacks: (left to right) longwave, shortwave, and total radiation. Observations are the solid lines
(black is ERA-Interim and red is MERRA) and the models are dashed (black dashed is the control ensemble and red dashed is the A1B
ensemble). The shading indicates one standard deviation about the average of the control ensemble. Error bars indicate the 2s uncertainty
of the fit for the ERA-Interim calculation at selected latitudes.
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Faint young Sun problem

Early Earth had Solar constant equal 0.75 of present, yet 
Earth was not covered with ice. 

Climate models have had trouble reproducing this state at 
the ‘observed’ 60.000 ppm CO2 (e.g. Keinert et al. 2012).

One hypothesis is that Earth was covered with Cirrus 
clouds, thereby reducing the outgoing longwave radiation 
to space (Rondanelli and Lindzen 2010).



Non-linear climate sensitivity

4 Thorsten Mauritsen et al.

vapor in a climate model finding that the feedback more than tripled global mean
climate sensitivity. In contrast, Schneider et al. (1999) suppressed both cloud- and118

surface albedo feedbacks in a model, and found that water vapor feedback merely
doubles climate sensitivity when acting in isolation. Hall (2004) locked the surface120

albedo feedback in a climate model and found an increase of climate sensitivity
pertaining to a CO2 doubling of about 1 K and, surprisingly, causing even a 20122

percent warming in the Tropics. Graversen and Wang (2009), on the other hand,
found an increase in global climate sensitivity of only 0.26 K and practically no124

impact on the Tropics originating from the surface albedo feedback.
In the present study we shall test the assumptions of additivity and inde-126

pendence of climate change feedback mechanisms. We do so by systematically
controlling the surface albedo, cloud and water vapor feedbacks in a state-of-the-128

art climate model. Thereby, we obtain effective feedback estimates based on the
temperature response associated with each feedback mechanism. In addition, we130

diagnose the feedback factors offline using the accurate but computationally ex-
pensive partial radiation perturbation method. The extent to which these various132

estimates of effective and diagnosed feedbacks agree, or disagree, reveals the effi-
ciency with which the feedback mechanisms cause climate change and the possible134

interactions, or synergies, that exist amongst them.

2 Feedback analysis136

We shall consider a climate model which we modify in such a way as to permit
controlling the water vapor, cloud and surface albedo feedbacks. Before dwelling138

into the details of the model, the modifications and the comprehensive set of
simulations we did, it seems worthwhile considering for a moment what we expect140

to find based on an energy balance box-model. The following derivations are in
many ways analogous to those presented by Dufresne and Bony (2008).142

Consider a climate system which is in a radiative balance between the absorbed
solar radiation and the infrared radiation emitted to space. The system is then144
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Analysis pending...



Conclusions
We implemented an arti!cial Iris-effect by doubling the conversion rate in 
convective clouds for a 1 Kelvin warming in ECHAM6, and coupled it to a 
mixed-layer ocean. We !nd:

1.While cloud LW and water vapor feedback change as hypothesized, cloud 
SW and lapse-rate feedbacks naturally counteract the Iris-effect, to yield 
merely a 20 percent reduction in climate sensitivity

2.Global precipitation sensitivity instead increases, which can be 
understood as a response to increased atmospheric cooling being 
compensated by latent heat release, and hence more precipitation



Outlook
• I aim to prepare an MPI-ESM2-Iris to participate in CMIP6 for public evaluation



Outlook
• I aim to prepare an MPI-ESM2-Iris to participate in CMIP6 for public evaluation

• Can we understand thermal run-away?

• Or the precipitation distribution change?

• How well does the model with Iris-effect couple to the ocean?

• Implications for variability and predictability?

• Is a better representation needed at process-level?

• Large-domain resolved radiative-convective equilibrium, whenever computers 
and ICON are ready for it...
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pertaining to a CO2 doubling of about 1 K and, surprisingly, causing even a 20122

percent warming in the Tropics. Graversen and Wang (2009), on the other hand,
found an increase in global climate sensitivity of only 0.26 K and practically no124

impact on the Tropics originating from the surface albedo feedback.
In the present study we shall test the assumptions of additivity and inde-126

pendence of climate change feedback mechanisms. We do so by systematically
controlling the surface albedo, cloud and water vapor feedbacks in a state-of-the-128

art climate model. Thereby, we obtain effective feedback estimates based on the
temperature response associated with each feedback mechanism. In addition, we130

diagnose the feedback factors offline using the accurate but computationally ex-
pensive partial radiation perturbation method. The extent to which these various132

estimates of effective and diagnosed feedbacks agree, or disagree, reveals the effi-
ciency with which the feedback mechanisms cause climate change and the possible134

interactions, or synergies, that exist amongst them.

2 Feedback analysis136

We shall consider a climate model which we modify in such a way as to permit
controlling the water vapor, cloud and surface albedo feedbacks. Before dwelling138

into the details of the model, the modifications and the comprehensive set of
simulations we did, it seems worthwhile considering for a moment what we expect140
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into the sum of the temperature (λT ), water vapor (λW ), cloud (λC) and surface154
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ECHAM6, abruptly doubled CO2, mixed-layer ocean
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